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Description

How to predict planetary motion, the spread of an epidemic, or the evolution of a chem-
ical reaction network? Here are some of the many problems that can be modeled by
ordinary differential equations (ODEs). The resolution of such equations has a long his-
tory and remains an important problem in science and technology.

Differential algebra is a branch of both mathematics and computer science that is con-
cerned with the study of differential equations from a symbolic and computational point
of view. The idea is to use the algebraic methods like rewriting or variable elimination to
simplify or transform differential equations. Consider, for example, the statement “there
is a linear dependence between functions y1(z), y2(z), y3(z) with constant coefficients”.
This statement can be written as

∃c1, c2, c3, (c1 ≠0∨ c2 ≠0∨ c3 ≠0)∧ c1y1 + c2y2 + c3y3 =0.
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Fundamental theorems in differential algebra guarantee that the existential quantifier
can be eliminated: the condition can be expressed as a logical combination of equations
and inequations involving only y1,y2,y3. In this case, the condition is indeed equivalent
to the vanishing of the Wronskian of y1,y2,y3:

||||||||||||||||||
||||||||||
|
| y1 y2 y3
y1′ y2′ y3′
y1′′ y2′′ y3′′ ||||||||||||||||||

||||||||||
|
|
=0.

Furthermore, algorithms have been developed and implemented for this kind of quanti-
fier elimination and other fundamental tasks from differential algebra [3, 4, 15].

The traditional approach to differential algebra is to reason on the differential equations
themselves as symbolic expressions. One of the drawback of this approach is that the
intermediate results of computation may be really large expressions (imagine differen-
tiating the product y1(z) y2(z) y3(z) ten times!). The aim of the present proposal is to
systematically work with power series solutions instead. Such solutions are uniquely
determined by the differential equations and a sufficient number of initial conditions.
For instance, the power series solutions of y′′+(y′)2=0 are y𝛼,𝛽(z)≔𝛼+log (1+𝛽z)=𝛼+
𝛽z− 1

2 𝛽2z2+ ⋅⋅ ⋅, with initial conditions y𝛼,𝛽(0)=𝛼, y𝛼,𝛽′ (0)=𝛽. Inversely, any differential
equation of which y𝛼,𝛽 is a solution is a logical consequence of y′′+(y′)2 =0.

Using this point of view, systems of differential equations give rise to systems of alge-
braic equations on power series coefficients. For instance, the equation y′′ + (y′)2 = 0 in
y=y0 +y1z+y2z2 + ⋅ ⋅ ⋅ is equivalent to the infinite system of equations 2y2 +y1

2 =6y3 +
4y1y2=12y4+6y1y3+4y2

2=⋅⋅⋅=0 in y0,y1,.... Truncations of such systems can be solved
using numerical homotopies. This means that we study the effect of small perturbations
of the initial conditions 𝛼,𝛽 on the solution y𝛼,𝛽. We may also consider deformations of
the equations themselves into equations that are typically easier to solve.

When successful, numeric homotopy techniques allow us to determine numeric power
series solutions for our original system of differential equations. A final challenge is to
recover the simplest differential equation(s) of which these numeric power series are
the solution. This typically yields a simplification of the original system of differential
equations or new equations that do not involve some of the unknown functions. We
plan to combine homotopy continuation and sparse interpolation techniques in order to
compute differential equations satisfied by power series solutions.

In summary, the main objective of the thesis is to build a bridge between differential
algebra and numerical descriptions of sets of power series solutions to differential equa-
tions. This bridge should be as effective as possible and lead to new, more efficient
algorithms for typical problems from differential algebra, such as the simplification of
systems of differential equations, quantifier elimination, uncovering hidden constraints,
or the identification of parameters. Depending on her or his profile, the candidate may
put higher focus on the more theoretical or practical aspects of this program.
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Context

Differential algebra was initially created by Ritt [14], Kolchin [11], and others [18, 17]
as a purely algebraic and constructive theory to reason on systems of differential equa-
tions. With the advent of computer algebra, effective counterparts have been developed
and implemented [3, 4, 15]. The approach to study differential equations through their
power series solutions goes back to Ehresmann [5, 12, 13], but effective counterparts are
scarce [21].

Numerical homotopy techniques have led to very efficient solvers for systems of alge-
braic equations [20, 1, 6]. However, they are typically less robust than algebraic solvers
and the development of solvers that are both reliable and efficient remains an important
issue [2, 7, 19].

Sparse interpolation [16] is an approach to recover sparse polynomials or rational
functions from sufficientlymany numerical evaluations. Due to a series of recent improve-
ments [8, 10, 9], it has become very efficient. Its combination with numerical homotopy
techniques, it may both lead to more robust solvers and the reconstruction of algebraic
counterparts of numerical solutions.

Methodology

We seek for excellent candidates with a strong scholarship both inmathematics and com-
puter science. The required theoretical knowledge mostly concerns computer algebra,
commutative algebra, and rudiments in complex analysis. General skills in computer
science are needed to contribute to efficient implementations.

The thesis will begin with a review of current algorithms for solving algebraic systems
through homotopy continuation and sparse interpolation. The PhD student will then
apply this to the resolution of algebraic systems of equations that arise as constraints on
the coefficients of power series solutions to systems of differential equations.

Software implementations will be open source and part of or compatible with theMATH-
EMAGIX system (see http://www.mathemagix.org). Depending on her or his profile,
the PhD studentmay chose to put greater emphasize on the theoretical or practical aspects
of the project.

Expected results

The theoretical part of the research should lead to two or three articles, describing an
effective bridge between differential algebra and numerical power series solutions of sys-
tems of differential equations, while analyzing the complexity of this approach.

The practical part of the PhD is expected to lead to a new algebraic solver of systems of
differential equations. This may include the development of a polynomial system solver,
based on reliable numerical homotopies, and software for sparse interpolation.

The software should be open source and usable from within the MATHEMAGIX system.
We expect it to be presented at the ISSAC conference and/or a journal like ACM Trans-
actions on Mathematical Software or SIAM Journal on Applied Dynamical Systems.
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